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Guide for System Center Management Pack for BranchCache™

This guide was written based on version 7.1.10100.0 of the BranchCache Management Pack.

Guide History

| **Release Date** | **Changes** |
| --- | --- |
| April 2010 | Original release of this guide |
| October 2013 | Updated to describe Management Pack version 7.1.10100.0 |

Changes in Version 7.1.10100.0

Version 7.1.10100.0 of the Management Pack for BranchCache includes the following changes:

* Support for BranchCache clients, hosted cache servers, and content servers running Windows Server 2012 and Windows Server 2012 R2 operating systems.
* Support for BranchCache clients configured to query multiple hosted cache servers in parallel.

Supported Configurations

This monitoring pack is designed for System Center 2012 - Operations Manager or later. A dedicated Operations Manager management group is required.

The following table details the supported configurations for the BranchCache Management Pack:

| **Configuration** | **Support** |
| --- | --- |
| Windows Server 2008 R2 | Yes, all editions |
| Windows Server 2012 | Yes, all editions |
| Windows Server 2012 R2 | Yes, all editions |
| Windows 7 | Yes, Ultimate and Enterprise editions, 32-bit and 64-bit |
| Windows 8 | Yes, Enterprise edition, 32-bit and 64-bit |
| Windows 8.1 | Yes, Enterprise edition, 32-bit and 64-bit |
| Agentless monitoring | Not supported |
| Virtual environment | Supported |
| Non-domain-joined systems | Supported |

Management Pack Scope

The number of BranchCache management devices supported is based on the supported limit for the number of agents in a management group.

Prerequisites

The following requirements must be met to run this monitoring pack:

 The BranchCache Management Pack requires the Windows Server Operating System Management Pack (version 6.0.6278.0 or above). Import this management pack first before importing the BranchCache Management Pack

Mandatory Configuration

See [Before you import the management pack](#_Before_you_import), below.

Files in this Management Pack

The BranchCache Management Pack includes the following files:

* Microsoft.Windows.BranchCache.MP (version 7.1.10100.0)
* Microsoft.Windows.BranchCache.Reports.MP (version 7.1.10100.0)
* OM2012\_MP\_BranchCache.doc (this document)
* EULA.RTF

## Management Pack Purpose

The BranchCache Management Pack provides an overall manageability solution for health monitoring and performance reporting for the BranchCache feature available in Windows® and Windows Server®.

BranchCache is a content caching and retrieval framework designed to reduce branch office WAN link utilization. To optimize WAN bandwidth, BranchCache copies content from your main office content servers and caches the content at branch office locations, allowing client computers at branch offices to access the content locally rather than over the WAN.

BranchCache has two modes of operation: distributed cache mode and hosted cache mode. When the content cache at a branch office is distributed among client computers, BranchCache is running in distributed cache mode. When the content cache at a branch office is hosted on a server computer, BranchCache is running in hosted cache mode.

See [BranchCache](http://go.microsoft.com/fwlink/?linkid=178163) on Microsoft TechNet for detailed technical information about BranchCache operation and architecture.

The BranchCache Management Pack, used within System Center Operations Manager, provides monitoring and reporting solutions to IT professionals and administrators at both the branch office level and the system level. Health monitoring provides administrators a central view of the overall BranchCache system health, covering the entire branch office and each client or hosted cache server. Performance reporting collects and aggregates the bandwidth utilization information recorded by each peer, including the bytes retrieved from the peer caches or hosted caches (bandwidth saved) and bytes retrieved from the content server at the main office (bandwidth not saved) to provide a view of the benefit and cost savings achieved by BranchCache.

 [Monitoring Scenarios](#_Monitoring_Scenarios)

 [How Health Rolls Up](#_How_Health_Rolls)

For details on the discoveries, rules, monitors, views, and reports contained in this monitoring pack, see [Appendix: Management Pack Contents](#_Appendix:_Management_Pack).

### Monitoring Scenarios

#### Management of branch offices in hosted cache mode

A branch office that uses BranchCache in hosted cache mode consists of one or more hosted cache servers and one or more hosted cache clients that are configured to use the hosted cache server(s). This scenario is targeted at enterprises with branch offices that use hosted cache mode. Content servers do not roll up to this management scenario.

The management view is intended to monitor the overall health of BranchCache in the branch office as a single entity, with the capability to drill down into each node within the branch office, and also to offer an aggregated report on the overall branch bandwidth saving, for example, bytes retrieved from the hosted cache server and bytes retrieved from the content servers at the central office.

##### Hosted cache branch view

Enterprise system administrators or operators can monitor each branch office that uses hosted cache mode as a single entity in the System Center Operations Manager Console (a hosted cache branch). For an enterprise with multiple branch offices using hosted cache mode, separate instances of the hosted cache branch management pack should be instantiated to provide the administrators clear views of the status and reports for each branch office.

For each hosted cache branch, the administrators should be able see:

 The health of the branch office and the health of the hosted cache servers.

 The bandwidth saving of the branch office.

 The detailed view of each monitored node, including component health and performance reports.

Note

The number of hosted cache clients for a hosted cache branch cannot be reliably reported because the hosted cache server may not be able to track the total number of hosted cache clients in a branch office, and System Center Operations Manager must monitor all clients, which is often not the case in Operations Manager Agent deployment scenarios.

##### Hosted cache branch discovery

The hosted cache branch management pack should discover whether a branch office that uses hosted cache mode exists and is operational. There are two approaches to facilitate discovery:

 Bottom-up discovery, where the hosted cache server and the associated hosted cache clients are discovered

 Top-down discovery using Active Directory® and Group Policy lookup to find the site and all the hosts specified in a branch office

Because the hosted cache server unambiguously differentiates a branch office using hosted cache mode, the BranchCache Management Pack adopts bottom up discovery as described below.

The hosted cache branch management pack can be instantiated when either of the following conditions is satisfied in a bottom-up discovery scenario:

1. When a hosted cache server is discovered

2. When at least one hosted cache client is discovered with a non-NULL hosted cache server specified

Once a branch office using hosted cache mode is discovered and instantiated, subsequent discoveries of hosted cache clients with the same hosted cache server (or the hosted cache server itself, if it has not yet been discovered) are added (or reference counted) into the same instance of the hosted cache branch.

##### Hosted cache branch health monitoring

The health of a hosted cache branch rolls up the health of the hosted cache server and the health of a configurable threshold or percentage of all hosted cache clients within the hosted cache branch.

If the hosted cache server is in critical condition or is otherwise not healthy, it affects the operations and efficiency of the entire branch office because every hosted cache client will need to request data from or offer data to the hosted cache server during normal BranchCache transactions. Therefore, the health of the hosted cache server is crucial to the health of the entire branch office. The hosted cache server load is one important factor of branch office health. An overloaded hosted cache server can cause a decrease in bandwidth saving and may delay an application’s retrieving content. This can be measured by monitoring the load on the hosted cache server through existing instrumentation or tracking the number of active hosted cache clients in a branch office.

The group of hosted cache clients presents a different perspective in terms of the overall health of the branch office. An individual client has little impact on the operations of the hosted cache server and other hosted cache clients, but if a majority of the clients are not healthy or operational, bandwidth saving suffers because there are not enough clients to offer content to the hosted cache server for subsequent retrieval. One possible health monitoring rule is to roll up the client health based on a configurable threshold. For example, if more than 60% of the clients are healthy, the roll up to the hosted cache branch health should also be healthy. Only when the number of unhealthy clients exceeds 40% of the total clients should the hosted cache branch health status be changed to warning. This threshold can either be a percentage or a number of clients.

##### Reporting hosted cache branch bandwidth saving

The key success metric of a BranchCache deployment is the bandwidth saving achieved by retrieving content locally from within the branch office rather than from content servers in the central office over WAN links. The main focus of branch office performance reporting is to collect the total byte counts on content portions retrieved from the hosted cache server (“bytes from cache”) and content retrieved from central office content servers (“bytes from server”). This can be achieved in two ways in a hosted cache branch scenario:

 Collect the “bytes from cache” and “bytes from server” from the hosted cache server, which is instrumented with Performance Monitor counters for these statistics

 Collect the “bytes from cache” and “bytes from server” from each hosted cache client and aggregate these counters at the System Center Operations Manager back-end report data warehouse

“Bytes from cache” is most accurate when collected from the hosted cache server because of the possibility that not all hosted cache clients in a branch are discovered and monitored. “Bytes from server” is more accurate when aggregated from all hosted cache clients. This is because of the scenario where multiple clients retrieve the same data blocks from the content server and make an offer to the hosted cache server. Only the first offer for each block is accepted and counted on the hosted cache server. Another possible scenario is when the blocks offered from clients are rejected due to insufficient disk space or other reasons.

In addition to the total byte counts, BranchCache node instrumentation also provides counters of each supported protocol using BranchCache: BITS, HTTP, SMB, and Other. These can provide insight into BranchCache usage and bandwidth saving for every application protocol in a branch office. The protocol-specific byte counts can be collected in the same way as described above.

#### Management of branch offices in distributed cache mode

A branch office that uses BranchCache in distributed cache mode consists of a set of distributed cache clients within the same branch. This scenario is targeted at enterprises with branch offices that use distributed cache mode. The management scenario does not include any hosted cache server or content server.

The management view is intended to monitor the overall health of BranchCache in the branch office as a single entity, with the capability to drill down into each node within the branch, and also to offer an aggregated report on the overall branch bandwidth saving, similar to the hosted cache branch scenario.

From the management perspective, there are two main differences between a branch office using distributed cache mode and one using hosted cache mode. In a distributed cache scenario there is no hosted cache server and the subnet-scope between distributed cache clients in a branch office is shared—that is, a client can only discover and retrieve content from clients on the same subnet.

Although the management goals are essentially the same as they are for a branch office using hosted cache mode, the differences described in this section make those goals more difficult to achieve for a branch office that uses distributed cache mode.

##### Distributed cache branch view

Enterprise system administrators or operators can monitor each branch office that uses distributed cache mode as a single entity in the System Center Operations Manager Console (a distributed cache branch). For an enterprise with multiple branch offices using distributed cache mode, separate instances of the distributed cache branch management pack should be instantiated to provide the administrators clear views of the status and reports for each branch office.

##### Distributed cache branch discovery

The distributed cache branch management pack should discover whether a branch office that uses distributed cache mode exists and is operational. However, unlike the hosted cache branch scenario, bottom-up discovery may not work for branch offices that use distributed cache mode. For each distributed cache client discovered, the logical definition of a branch can be the subnet prefix for all the clients in that subnet. This method may yield unpredictable results because each client can have multiple IP addresses configured or can have common prefixes, such as IPv6 Link Local prefixes or IPv4 RFC1918 private address prefixes.

This leaves the top-down branch discovery using Active Directory and Group Policy lookup as the only viable solution. The current approach is to aggregate the distributed cache clients based on their Active Directory site attribute. Clients of the same Active Directory site are grouped under the same distributed cache branch in the System Center Operations Manager Console. The potential issue with this approach is that the Active Directory site attribute can contain more than one IP subnet. As a result, the branch population and saving may not accurately reflect the results from each subnet. Also, if there is more than one branch office under the same Active Directory site, the distributed cache branch will not map to the physical branch locations. Once a distributed cache branch is discovered and instantiated, subsequent discoveries of clients of the same branch are added into the same instance.

##### Distributed cache branch health monitoring

Because a branch office that uses distributed cache mode lacks a central component such as the hosted cache server, the health of a distributed cache branch may not offer insight as useful as a hosted cache branch’s health. Often, in this type of distributed and collaborative setting, each client individually does not have a significant impact toward the overall branch health in terms of operations of other clients. The only likely indication is when the number of healthy clients drops below a configurable threshold, such as 15% of all clients or a count of five clients. In this case, the administrator may consider changing the health of the distributed cache branch from healthy to warning. But this can be misleading, especially for branch offices with a small number of clients.

##### Reporting distributed cache branch bandwidth saving

The reporting scenario is the same as for the hosted cache branch scenario, except that the counters must be collected from each client and aggregated at the System Center Operations Manager back-end reporting data warehouse because there is no central component (such as the hosted cache server) in the branch office.

#### Management of BranchCache nodes for branch management rollup

For sites or branch offices that have System Center Operations Manager infrastructure set up, the BranchCache Management Pack enables system administrators to monitor and report the status of BranchCache client components, including the general component health, individual and aggregated bandwidth saving within the branch office deployment, client bandwidth utilization for serving other peers in the branch office, and detection of whether the hosted cache server can be reached. Node management covers distributed cache client nodes, hosted cache client nodes, and hosted cache server nodes.

##### Node discovery

Nodes are discovered by verifying registry keys on each system.

##### Node health monitoring

This is the generic component health for the BranchCache components in the client role, including both distributed cache clients and hosted cache clients. The health states are further categorized into availability, configuration, performance, and security aspects. Due to the integral nature of the implementation, subdividing BranchCache services into smaller components (for example, cache manager, discovery manager, and so on) does not provide any further clarity for diagnosing and resolving potential problems. Instead, the BranchCache service is treated as a monolithic component from the monitoring perspective.

With health state monitoring, system administrators can detect problems related to availability, configuration, performance, and security aspects, and then use the knowledge encoded in the monitors to further diagnose or resolve the issues by restarting services, configuring firewalls, or re-allocating hard drive spaces, for example.

##### Reporting on node bandwidth saving

After BranchCache is deployed in a branch office, system administrators can use System Center Operations Manager to poll and monitor the bandwidth saving for each node. This information is aggregated into branch office or enterprise statistics. The bandwidth consumption information provides several useful insights into the effectiveness of BranchCache. It also provides insight into bandwidth usage patterns and interaction between the clients, content servers, and hosted cache servers. The report also provides bandwidth saving and consumption information for each supported protocol (BITS, SMB, HTTP) as well as the node total for a given period of time.

#### Management of BranchCache-enabled Web servers

The server management scenario targets BranchCache-enabled content servers, as opposed to the hosted cache servers in the hosted cache branch scenario. There are two supported BranchCache-enabled content server types: Web servers and file servers. This section describes the scenario for managing a BranchCache-enabled Web server.

##### BranchCache-enabled Web server view

The management view presents a top level group of BranchCache-enabled Web servers. Each server is monitored individually within the group. The management console provides views of the following:

1. Each server and its health status

2. Performance counters of each server

3. Report on bandwidth saving for each server and also for the entire enterprise (aggregated from all servers)

##### BranchCache-enabled Web server discovery

A BranchCache-enabled Web server is discovered by checking that the Web Server (IIS) role and the BranchCache feature are installed on the server. Once a Web server is discovered, the BranchCache-enabled Web Server (IIS) group is instantiated on the System Center Operations Manager Remote Management Server. All subsequently discovered BranchCache-enabled Web servers are added as instances of the group.

##### BranchCache-enabled Web server health monitoring

Each BranchCache-enabled Web server is monitored individually. There is no health roll up as there is usually no logical relationship among servers.

##### BranchCache-enabled Web server performance report

The BranchCache Management Pack offers a performance counter view to monitor the performance counters of each BranchCache-enabled Web server. The management pack also provides a report to calculate bandwidth saving from the performance counters collection. The report shows the total bandwidth saving of the entire enterprise, aggregated from all BranchCache-enabled Web servers, as well as the saving for each server.

#### Management of BranchCache hash generation for file servers

This section describes the scenario for managing BranchCache hash generation components for file servers.

##### Management view for BranchCache hash generation

The management view presents a top level group of the hash generation components for BranchCache-enabled file servers. Each component is monitored individually within the group. The management console provides views of each component and its health status

##### BranchCache hash generation component discovery

A BranchCache hash generation component is discovered by checking the registry keys and values for the hash generation component. Once a hash generation component is discovered, the BranchCache hash generation component group is instantiated on the System Center Operations Manager Remote Management Server. All subsequently discovered components are added as instances of the group.

##### BranchCache hash generation component health monitoring

Each BranchCache hash generation component is monitored individually. There is no health rollup as there is usually no logical relationship among file servers.

##### BranchCache hash generation component performance reporting

Because of the architectural and protocol constraints of the file server and the hash generation component, the management pack cannot collect and compute the bandwidth saving information for each server.

### How Health Rolls Up

The following diagram shows how the health states of objects roll up in this monitoring pack.



For more information on these objects, see [Objects that the management pack discovers](#_Objects_that_the) and [Classes](#_Classes), later.

## Configuring the BranchCache Management Pack

This section provides guidance on configuring and tuning this monitoring pack.

* [Before you import the management pack](#z2)
* [Best Practice: Create a Management Pack for Customizations](#_Best_Practice:_Create)
* [Security Configuration](#_Security_Configuration)

### Before you import the management pack

Before you import the BranchCache Management Pack, note the following limitations of the management pack:

 The BranchCache Management Pack does not support agentless monitoring

 The BranchCache Management Pack does not support monitoring Background Transfer (BITS) status, only the use of BranchCache by BITS

Before you import the BranchCache Management Pack, take the following action:

 The Agent Proxy setting in the Security setting on the Agent Properties must be checked (enabled) to enable the hierarchical discovery of the branch offices using hosted cache mode and branch offices using distributed cache mode. This step is necessary for the monitored BranchCache system to show up in the BranchCache Diagram view. If this is not set before the BranchCache application is discovered, please change the setting and restart the Operations Manager Health Service manually, or wait until the next discovery cycle.

### Best Practice: Create a Management Pack for Customizations

By default, Operations Manager saves all customizations such as overrides to the Default Management Pack. As a best practice, you should instead create a separate management pack for each sealed management pack you want to customize.

When you create a management pack for the purpose of storing customized settings for a sealed management pack, it is helpful to base the name of the new management pack on the name of the management pack that it is customizing, such as “BranchCache Customizations”.

Creating a new management pack for storing customizations of each sealed management pack makes it easier to export the customizations from a test environment to a production environment. It also makes it easier to delete a management pack, because you must delete any dependencies before you can delete a management pack. If customizations for all management packs are saved in the Default Management Pack and you need to delete a single management pack, you must first delete the Default Management Pack, which also deletes customizations to other management packs.

### Security Configuration

| **Run As Profile Name** | **Associated Rules and Monitors** | **Notes** |
| --- | --- | --- |
| Privileged Monitoring Account |  ALL agent tasks EXCEPT the “Check BranchCache Status” task for ClientSideServiceBase and ServerSideServiceBase Security State Health Monitor: “Hosted Cache Server Authentication Status” Security State Health Monitor: “Status of Hosted Cache Server Responses to Content Offers” Security State Health Monitor: “Status of Content Offers from Hosted Cache Clients” Security State Health Monitor: “Status of Content Discovery Responses from Clients” Security State Health Monitor: “Status of Content Block Messages” | Runs as Local System |

Agentless monitoring is not supported.

## Appendix: Management Pack Contents

The BranchCache Management Pack discovers the object types described in the following sections. After you import the BranchCache Management Pack, the navigation pane of the Monitoring pane displays the object types that are discovered automatically. You can modify the default discovery configuration of objects discovered by the BranchCache Management Pack. Use the overrides feature of Operations Manager 2007 to change configuration settings.

The discoveries for all object types in the BranchCache Management Pack are enabled by default. You can disable the setting for automatic discovery in the Authoring pane in the Operations Console.

To use an override to change the setting for automatic discovery

|  |
| --- |
| 1. In the Authoring pane, expand Management Pack Objects, and then click Object Discoveries.2. On the Operations Manager toolbar, click Scope, and then filter the objects that appear in the details pane to include only BranchCache objects.3. In the Details pane, click the object type you want to change.4. On the Operations Manager toolbar, click Overrides, click Override the Object Discovery, and then do one of the following:  For a group, click For all objects of type: ObjectTypeName For all objects of another type, click For a specific object of type: ObjectTypeName5. In the Override Properties dialog box, click the Override box for the Enabled parameter you want to change.6. Under Management Pack, click New to create an unsealed version of the management pack, and then click OK.After you change the override setting, the object type is automatically discovered and appears in the Monitoring pane under BranchCache. For information about setting overrides, see [Overrides in Operations Manager 2007](http://go.microsoft.com/fwlink/?LinkId=86870). |

### Objects that the management pack discovers

The BranchCache Management Pack discovers the object types described in the following table. All object discoveries are enabled by default. For information about discovering objects, see [Object Discoveries in Operations Manager 2007](http://go.microsoft.com/fwlink/?LinkId=108505) in Operations Manager 2007 Help.

| **Category** | **Object Type** | **Notes** |
| --- | --- | --- |
| BranchCache Node | Hosted Cache | Subclass for nodes which support Windows Powershell management |
| BranchCache Nodes | Hosted Cache Client | Subclass for nodes which support Windows Powershell management |
| BranchCache Nodes | Distributed Client | Subclass for nodes which support Windows Powershell management |
| BranchCache Nodes | BranchCache-Capable IIS Server |  |
| BranchCache Nodes | BranchCache-Capable File Server |  |
| BranchCache Hierarchy | Hosted Cache Server Hierarchy | Discover the branch for the hosted cache |
| BranchCache Hierarchy | Hosted Cache Client Hierarchy | Discover the branch for the hosted cache client |
| BranchCache Hierarchy | Distributed Client Hierarchy | Discover the branch for the distributed cache client |
| BranchCache Hierarchy | BranchCache IIS Server Hierarchy | Discover the group for the BranchCache-enabled Web servers |
| BranchCache Hierarchy | BranchCache File Server Hierarchy | Discover the group for the BranchCache-enabled file servers |

### Classes

The following diagram shows the classes defined in this management pack.



### Reports

The following reports are included in this management pack. Allow up to thirty minutes for reports from a new management pack to appear in the Reporting console. All four reports aggregate the number of bytes retrieved from caches with the branch offices (from hosted caches or distributed clients) vs. bytes retrieved from the original content servers. The reports generate the aggregated statistics, compute bandwidth saving, and also provide a detailed breakdown of the statistics by different protocols that use BranchCache, and also by different systems. See the reporting subsections for each monitoring scenario in [Understanding Management Pack Operations](#z8733012a301d43dda922df04528ac1c9) for details.

 BranchCache client usage statistics and bandwidth saving (BranchCache client report)

 BranchCache hosted cache usage statistics and bandwidth saving (BranchCache hosted cache report)

 IIS usage statistics and bandwidth saving (IIS report)

 SMB client side caching usage statistics and bandwidth saving (SMB client side caching report)

The following table lists the collection rules that generate the data shown in the reports:

| **Rules** | **Collection Types** | **Reports** |
| --- | --- | --- |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.SMB.BytesFromCache | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.SMB.BytesFromServer | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.BITS.BytesFromCache | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.BITS.BytesFromServer | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.WININET.BytesFromCache | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.WININET.BytesFromServer | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.WINHTTP.BytesFromCache | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.WINHTTP.BytesFromServer | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.Other.BytesFromCache | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.Other.BytesFromServer | Performance | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.ClientSideServiceBase.Performance.ServiceStartedEvent | Event | BranchCache client reportBranchCache hosted cache report |
| Microsoft.Windows.BranchCache.KernelMode.Performance.ServerCacheMissBytes | Performance | IIS report |
| Microsoft.Windows.BranchCache.KernelMode.Performance.ClientCacheMissBytes | Performance | IIS report |
| Microsoft.Windows.BranchCache.KernelMode.Performance.HashBytes | Performance | IIS report |
| Microsoft.Windows.BranchCache.KernelMode.Performance.ProjectedServerBytesWithoutCaching | Performance | IIS report |
| Microsoft.Windows.BranchCache.ServerSideServiceBase.Performance.ServiceStartedEvent | Event | IIS report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.ApplicationBytesFromCache | Performance | SMB client side caching report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.ApplicationBytesFromServer | Performance | SMB client side caching report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.ApplicationBytesFromServerNotCached | Performance | SMB client side caching report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.BranchCacheHashBytesReceived | Performance | SMB client side caching report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.BranchCacheBytesRequestedFromServer | Performance | SMB client side caching report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.BranchCacheBytesReceived | Performance | SMB client side caching report |
| Microsoft.Windows.BranchCache.ClientBase.Performance.SMB.OfflineFilesServiceStarted | Event | SMB client side caching report |

### Scripts

| **Script** | **Purpose** | **Rule/Task** |
| --- | --- | --- |
| BranchCache.HostedCacheClientNodeHierarchy.Discovery.vbs | Discover the Hosted Cache Branch this computer belongs to based on the Hosted Cache Server specified by Group Policy. | Hosted Cache Client Node Hierarchy Discovery |
| Microsoft.Windows.BranchCache.PowerShell.HostedCacheClientNodeHierarchy.Discovery.vbs | Discover the Hosted Cache Branch this computer belongs to based on the Hosted Cache Servers specified by Group Policy. | Hosted Cache Client Node Hierarchy Discovery |
| BranchCache.HostedCacheServerNodeHierarchy.Discovery.vbs | Discover the Hosted Cache Branch this computer belongs to based on the Hosted Cache Server name | Hosted Cache Node Hierarchy Discovery |
| BranchCache.DistributedCacheClientNodeHierarchy.Discovery.vbs | Discover the Distributed Cache Client Group this computer belongs to based on its AD Site attribute. | Distributed Cache Client Node Hierarchy Discovery |
| BranchCache.IISNodeHierarchy.Discovery.vbs | Discover the BranchCache-Capable IIS Server Group this computer belongs to. | IIS Node Hierarchy Discovery |
| BranchCache.FileServerNodeHierarchy.Discovery.vbs | Discover the BranchCache-Capable File Server Group this computer belongs to. | File Server Node Hierarchy Discovery |
| Microsoft.Windows.BranchCache.HostedCacheClient.FixLocation.vbs | This task corrects the Hosted Cache location format (by adding a trailing null character). This task resolves the incorrect Hosted Cache client discovery issue.This task has no effect if the machine is configured via Group Policy | Correct Hosted Cache name format in registry |
| Microsoft.Windows.BranchCache.CompositeWriteActionForTask.SetHostedCacheName.vbs | This task configures the hosted cache with the name that the clients used to connect to it. Override the task parameters to specify the correct name. | Specify Hosted Cache name used by clients |
| Microsoft.Windows.BranchCache.HostedCacheServer.SetServiceTask.vbs | This task re-configures the machine as Hosted Cache and enables appropriate firewall rules. This task has no effect if the machine is configured via Group Policy. This task does not fix the SSL certificate binding for the Hosted Cache port. Please refer to deployment guide to see how to bind a SSL certificate to be used by hosted cache. | Re-configure Hosted Cache mode  |
| Microsoft.Windows.BranchCache.HostedCacheServer.AddUrlAclTask.vbs | This task resets the HTTP namespace reservation so that clients can offer data to the hosted cache. | Reset HTTP namespace reservation |
| Microsoft.Windows.BranchCache.ClientBase.AddUrlAclTask.vbs | This task resets the HTTP namespace reservation so that other peers or hosted cache can retrieve data from it. | Reset HTTP namespace reservation |

Links

The following links connect you to information about common tasks that are associated with System Center management packs:

System Center 2012 - Operations Manager

 [Management Pack Life Cycle](http://go.microsoft.com/fwlink/p/?LinkID=232986)

 [How to Import a Management Pack](http://go.microsoft.com/fwlink/p/?LinkID=219431)

 [Tuning Monitoring by Using Targeting and Overrides](http://go.microsoft.com/fwlink/p/?LinkID=217065)

 [How to Create a Run As Account](http://go.microsoft.com/fwlink/p/?LinkId=232988)

 [How to Export a Management Pack](http://go.microsoft.com/fwlink/p/?LinkId=232990)

 [How to Remove a Management Pack](http://go.microsoft.com/fwlink/p/?LinkId=232991)

Operations Manager 2007 R2

 [Administering the Management Pack Life Cycle](http://go.microsoft.com/fwlink/?LinkId=211463)

 [How to Import a Management Pack in Operations Manager 2007](http://go.microsoft.com/fwlink/?LinkID=142351)

 [How to Monitor Using Overrides](http://go.microsoft.com/fwlink/?LinkID=117777)

 [How to Create a Run As Account in Operations Manager 2007](http://go.microsoft.com/fwlink/?LinkID=165410)

 [How to Modify an Existing Run As Profile](http://go.microsoft.com/fwlink/?LinkID=165412)

 [How to Export Management Pack Customizations](http://go.microsoft.com/fwlink/?LinkId=209940)

 [How to Remove a Management Pack](http://go.microsoft.com/fwlink/?LinkId=209941)

For questions about Operations Manager and management packs, see the [System Center Operations Manager community forum](http://go.microsoft.com/fwlink/?LinkID=179635).

A useful resource is the [System Center Operations Manager Unleashed blog](http://go.microsoft.com/fwlink/?LinkId=246391), which contains “By Example” posts for specific management packs.

For additional information about Operations Manager, see the [System Center 2012 - Operations Manager Survival Guide](http://go.microsoft.com/fwlink/?LinkId=246383) and [Operations Manager 2007 Management Pack and Report Authoring Resources](http://go.microsoft.com/fwlink/?LinkId=246388)

Important

All information and content on non-Microsoft sites is provided by the owner or the users of the website. Microsoft makes no warranties, express, implied, or statutory, as to the information at this website.